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How to Deal with “The Language-as-Fixed-Effect Fallacy”:
Common Misconceptions and Alternative Solutions
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Although Clark’s (1973) critique of statistical procedures in language and memory studies (the
“language-as-fixed-effect fallacy”) has had a profound effect on the way such analyses have been
carried out in the past 20 years, it seems that the exact nature of the problem and the proposed solution
have not been understood very well. Many investigators seem to assume that generalization to both
the subject population and the language as a whole is automatically ensured if separate subject (F 1)
and item (F 2) analyses are performed and that the null hypothesis may safely be rejected if theseF
values are both significant. Such a procedure is, however, unfounded and not in accordance with the
recommendations of Clark (1973). More importantly and contrary to current practice, in many cases
there is no need to perform separate subject and item analyses since the traditionalF 1 is the correct
test statistic. In particular this is the case when item variability is experimentally controlled by
matching or by counterbalancing.© 1999 Academic Press
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Suppose that in a primed lexical decis
experiment we want to investigate the effec
stimulus-onset asynchrony (SOA, the length
the interval between the onset of the prime
the onset of the target). To keep it simple,
use two levels of SOA. We start by select
from some corpus a set of 40 related prim
target pairs. We divide this list randomly in
two lists of 20 pairs, one for each SOA. In
within-subjects design, each subject is then
sented both lists. Such a design is typica
many studies in the field of memory and l
guage. How should these data be analyzed

In a highly influential paper, Clark (197
argued that the then-traditional way of ana
ing such data (averaging the data for each
ject over items within conditions and usi
these means in the ANOVA) was incorr
since it implicitly assumes that the mater
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variable (the individual word pairs) is a fix
factor and it does not take into account the
that the items are sampled from a larger po
lation of items. The major problem with th
so-called “language-as-fixed-effect fallacy”
that it increases the probability of Type I erro
i.e., concluding that a treatment variable ha
effect where in reality there is no such effe
The reason for this is not difficult to see: sin
some items are easier or are reacted to f
than others, the difference between the exp
mental conditions might be (partly) due to d
ferences between the sets of items used in
of the conditions. Selecting language mater
randomly or pseudorandomly leads to samp
variance that must be taken into account. O
erwise this variance will be confounded with
effect of the treatment variable. This probl
had been previously discussed by Colem
(1964), but his paper did not get the attentio
deserved and therefore did not have the im
that Clark’s paper had.
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The obvious solution to the language-as-
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417MISCONCEPTIONS OF THE “LANGUAGE-AS-FIXED-EFFECT FALLACY”
fixed-effect fallacy is to treat language mater
as a random effect, as is the case with subj
An effect is called random if the levels of th
factor are sampled from some population. T
is not a trivial aspect because whether an e
is treated as random or as fixed has co
quences for the way in which the experime
effects should be tested.

In order to understand the problem, it may
helpful to consider the linear model that for
the basis for the ANOVA analysis. In t
present case, the linear model is

Xijk 5 m 1 ak 1 b j(k) 1 p i

1 ap ik 1 pb ij(k) 1 eo(ijk)

[1]

wherem 5 overall mean,ak 5 main effect o
xperimental treatment k,b j(k) 5 main effect o

word j (nested under treatment),p i 5 main
effect of subject i,ap ik 5 the Treatment3
Subject interaction,pb ij(k) 5 the Subject3
Word interaction, andeo(ijk) 5 experimental er
ror (in practice this term cannot be distinguis
from the Subject3 Word interaction, therefor
hese two terms are often combined into a si
residual” term). In the ANOVA, the variatio
n the experimental data is partitioned into
ependent sums-of-squares as shown in T
. Using the linear model of Eq. (1), it is po
ible to derive the expected values for the
ous sums-of-squares. These are shown in
ightmost column of Table 1.

In order to test for significance, anF ratio
ust be constructed in such a way that

TAB

Expected Mean-Squares for Repeated-Me

Source of variation Label

Treatment A p 2
Words (within Treatment) W(A) p(q 2
Subjects S n 2
Treatment3 Subjects AS (p 2
Words3 Subjects W(A)S p(q 2

Note. p5 number of levels of the treatment variable;n 5
re assumed to be random effects.
xpected value for the numerator is equal to thw
s.

s
t
-

l

e

le

-
e

e

xpected value of the denominator plus a t
hat reflects the effect to be tested. However
he experimental design where both subj
nd materials are treated as random-effect
bles, the expected mean-squares for the
us effects (see Table 1) are such that com

ation of a conventionalF ratio is not possible
n order to see this, note that in order to test
reatment effect (A), i.e., the hypothesissA

2 5 0,
we would need to construct anF ratio with the
numerator equal toMSA (5se

2 1 sW(A)S
2 1 qsAS

2

1 nsW(A)
2 1 nqsA

2) and in the denominator
term with expected mean-squares equal tose

2 1
sW(A)S

2 1 qsAS
2 1 nsW(A)

2 .1 As can be seen
Table 1, no such term exists. The traditio
solution to such problems is to compute a q
F ratio, F9:

F9 5
MSA 1 MSW(A)S

MSAS 1 MSW(A)
. [2]

F9 has an approximateF-distribution with de
grees of freedom for the numerator and
denominator given by

df 5 ~MS1 1 MS2!
2/~MS1

2/df1

1 MS2
2/df2!,

[3]

whereMS1 andMS2 are the two mean-squar
in the numerator or the denominator anddf1 and
df2 are the corresponding degrees of freed
(see Clark, 1973, p. 338). The rationale beh

1 For simplicity, the notationsA
2 is used, irrespective

1

rements ANOVA with Words Sampled Randomly

f Expected mean-squares

se
2 1 sW(A)S

2 1 qsAS
2 1 nsW(A)

2 1 nqsA
2

) se
2 1 sW(A)S

2 1 nsW(A)
2

se
2 1 sW(A)S

2 1 pqsS
2

n 2 1) se
2 1 sW(A)S

2 1 qsAS
2

)(n 2 1) se
2 1 sW(A)S

2

mber of subjects;q 5 number of items. Words and Subje
LE

asu

d

1
1

1
1)(
1

nu
ehether the effect A is fixed or random.
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418 RAAIJMAKERS, SCHRIJNEMAKERS, AND GREMMEN
the use ofF9 becomes evident when the e
pected values for the mean-squares are su
tuted in the equation:

E~F9! <
E~MSA! 1 E~MSW(A)S!

E~MSAS! 1 E~MSW(A)!

5

2s e
2 1 2s W(A)S

2 1 qsAS
2

1 nsW(A)
2 1 nqsA

2

2s e
2 1 2s W(A)S

2 1 qsAS
2 1 nsW(A)

2 .

[4]

As can be seen from this equation,F9 has the
structure of regularF statistics, i.e., the nume
ator is equal to the denominator plus one e
term corresponding to the effect to be tes
However, since it is not based on the comp
tion of independent sums-of-squares, it is n
true F statistic and only approximately distr
uted asF, although it is the best approa
available given that a trueF statistic is no
available.

Table 2 gives a numerical example with s
ulated data (example data have been inclu
for most designs discussed in this article;
purpose of these examples is not to demons
a particular point but primarily to enable t
interested reader to verify the results by ca
ing out the appropriate analyses using his
favorite statistical package). In the present
ample, eight subjects are each tested unde
conditions (a short and long SOA, respective

TAB

Simulated Data for Repeated-Measure

Subject

Short SOA

Item 1 Item 2 Item 3

1 546 567 547
2 566 556 538
3 567 598 568
4 556 565 536
5 595 609 585
6 569 578 560
7 527 554 535
8 551 575 558
There are eight items, four of which are ran-
ti-

a
.
-
a

d
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-
r
-
o

.

domly assigned to each of the two conditio
The data were generated using a model in w
there was no real effect of condition. Table
gives the ANOVA table corresponding to the
data. Application of Eq. (2) givesF9(1,9)5 1.70.

In practice, however,F9 will be difficult to
compute due to missing data (e.g., error
sponses) and limitations in the size of
ANOVA designs in most statistical packag
(especially if a program based on the Gen
Linear Model is used). It is then easier to co
pute its lower boundminF9, using theF values
of separate subject and item analyses, us
referred to asF 1 and F 2, respectively. In
subject analysiseach data point in a cell of th
design is computed by collapsing over ite
whereas in anitem analysisdata points ar
omputed by collapsing over subjects. Althou
inF9 is linked to an analysis that treats s

ects and language materials (items) as ran
ffects in asingleANOVA model, this statisti

2

nts ANOVA with Words Sampled Randomly

Long SOA

4 Item 5 Item 6 Item 7 Item

6 554 545 594 52
6 512 523 569 52
4 536 539 589 52
0 516 522 560 48
8 578 540 615 54
3 501 535 568 51
7 480 467 540 47
6 588 563 631 55

TABLE 3

ANOVA Summary Table for Example Data for Table

Source of variation df Mean-squar

Treatment 1 8032.6
Words (within Treatments) 6 3695.7
Subjects 7 3750.2
Treatment3 Subjects 7 1083.8
Words3 Subjects 42 100.2
LE

me

Item

56
56
58
55
58
58
52
55
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419MISCONCEPTIONS OF THE “LANGUAGE-AS-FIXED-EFFECT FALLACY”
can be computed by theF values from separa
subject and item analyses. As shown by C
(1973):

minF9 5
MSA

MSAS 1 MSW(A)
5

F1F2

F1 1 F2
. [5]

For the data in Table 2,F 1(1,7) 5 7.41 and
2(1,6) 5 2.17, henceminF9(1,10) 5 1.68.

t is evident that usingF 1 would lead to a
ncorrect conclusion. In this example,F 2 does
much better andminF9 is actually quite close t
F9. These data reiterate the point made by C
(1973) about the bias that would be present iF 1

was used to test the difference between
conditions.

Clark’s paper was highly influential and it
now customary (especially among language
searchers) to routinely run both an item an
subject analysis. But it appears that there
been some misconception with respect to
nature of the problem and the solution propo
by Clark (1973). Many researchers have b
testing their treatment effects on the basis
separate subject and item analyses and
rejected the null hypothesis if both analy
showed significantF values. However, this pr
edure, which will hereafter be denoted as
1 3 F 2 criterion, is not equivalent to th

minF9 solution and leads to positive bias
highera than the nominala) if item variance is
not controlled for, as a theoretical analy
shows and as Forster and Dickinson (19
demonstrate by Monte Carlo simulations.
course asserting a difference when eitherF 1 or

2 is significant would result in an even grea
bias.

In this article we first review Clark’s solutio
and show that theF 1 3 F 2 criterion, although

idely used, leads to positive bias. Next,
iscuss alternatives to theminF9 approach an
onsider the effects of commonly used va
ions in the exact nature of the design (suc
atching of items and counterbalancing of li

hat affect the outcome of the analysis. We h
o convince the reader that it is necessary to

he details of the experimental design into ac
k

k
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count before deciding on the particular ANOV
to be performed.

CURRENT PRACTICE:
THE F 1 3 F 2 FALLACY

Although there was some controversy in
late 1970s regarding the necessity and appr
ateness of treating items as a random facto
the analysis of experiments with language
terials (see Cohen, 1976; Smith, 1976; Wike
Church, 1976; see also Clark, 1976), by
early 1980s the issue was more or less se
and researchers started to routinely perf
both subject and item analyses. However, m
researchers seem to believe that the su
analysis (F 1) makes it possible to test for re
ability of the effect over subjects and that
item analysis (F 2) makes it possible to test f
reliability of the effect over items. Hence,
both F statistics are significant, it should (a
cording to this reasoning) be the case that
effect is reliable over both subjects and item

However, this is incorrect since in the st
dard design considered by Clark (1973)both F1

andF 2 will be biased when subjects and ite
are sampled randomly. To see this, note th
F 1 and F 2 are equal,F 1 5 F 2 5 F, hence
minF9 5 F/ 2. Thus, bothF 1 andF 2 could be
significant, whileminF9 would not. If this hap
pens, many researchers seem to be hesita
accept that the effect is not significant. An
ample may be found in Katz (1989, p. 49
After obtaining anF 1 of 10.8 and anF 2 of 5.44
(both p’s , .05), Katz reluctantly conclude
“The effect of concreteness was marginally
nificant when the overly conservativeminF test
was computed;minF(1,44) 5 3.62, p ,
.10.” Most researchers today do not even c
pute or report the value ofminF9. In some
cases a rather curious mixed approach is u
For example, Seidenberg et al. (1984, p. 3
report: “Min F9 statistics were calculated, a
are reported when they were significant; oth
wise, the significantF statistics for the subje
and item analyses are reported.”

Sometimes this procedure is justified by
argument that theminF9 procedure is a to
conservative test (see the quote above) and

-this F 1 3 F 2 procedure avoids both this bias in
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420 RAAIJMAKERS, SCHRIJNEMAKERS, AND GREMMEN
minF9 as well as the bias inF 1. For example
Smith (1976) and Wike and Church (1976) c
icized the use ofF9 (and minF9) as being a
unduly conservative test. The power of the
based onF9 depends on a number of fact
such as the structure ofF9 (the terms include
in its calculation), the size of the error varian
the number of the degrees of freedom, and
number of levels of the treatment variab
However, Monte Carlo simulations withF9 as
in Eq. (2) have demonstrated that it is a g
approximation to the normalF statistic (Dav
enport & Webster, 1973; Forster & Dickinso
1976). Furthermore, as Forster and Dickin
(1976) have shown,minF9 is a good estimate
F9, and both statistics are not unduly conse
tive, given thatsW(A)

2 andsAS
2 , the variance com

ponents expressing item and subject variab
are not too small (relative tosW(A)S

2 ). In most
xperiments this is likely to be the case.
In addition, Wike and Church (1976) co
ented that althoughF9 has an approximateF

distribution, little is known about the charact
istics of its distribution. In most psycholingu
tic and semantic memory tasks dependent
ables such as reaction times are not norm
distributed. The conventionalF test is robus
against violations of homogeneity of varian
and normality of the distribution of the depe
dent variable. However, Santa, Miller, a
Shaw (1979) demonstrated that theF9 and
minF9 are also robust against violations of
mogeneity and normality. They showed
means of Monte Carlo simulations that w
heterogeneous treatment group variances
with five types of error distributions (norm
exponential, log-uniform, binary, and log-n
mal) theF9 andminF9 have real alpha valu
that are near the nominal alpha value of
Only when the variance componentssW(A)

2 and
sAS

2 are small do both statistics tend to be c
servative.

Thus, there is no justification for the assert
that theminF9 procedure advocated by Cla
(1973) is too conservative. Hence, the argum
that theF 1 3 F 2 procedure may be justifie
because of the conservative nature ofminF9 is
ncorrect. Rather, the situation is the other w

round. As Forster and Dickinson (1976) have
t

,
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-
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y

d
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t

shown by means of Monte Carlo simulatio
the F 1 3 F 2 procedure has a larger error r
than .05 although of course not as large
separateF 1 or F 2 analyses.

To give some indication of this “F 1 3 F 2

fallacy”, we screened Volumes 32–37 (199
1997) of theJournal of Memory and Langua
and counted how many of the published pa
reported bothF 1 andF 2 in at least one expe
iment. In these volumes there were a tota
220 papers, of which 120 reportedF 1 and F 2

without mentioning anyminF9 values. In only
4 papers wereF 1, F 2, and minF9 values re
ported. Thus, these statistics clearly show
the F 1 3 F 2 fallacy is quite widespread.2

Widespread as it may be, this fallacy did
become common practice immediately after
appearance of Clark’s paper. Initially, resea
ers based their conclusions on the outcom
theminF9 test and often did not even report
F 1 and F 2 statistics. Today, the situation
completely the opposite. To demonstrate t
we first counted all papers between 1974
1997 of theJournal of Verbal Learning an
Verbal Behavior/Journal of Memory and La
guage that reportedminF9 and/or F 1 and F 2

and then computed the proportion of those
pers that reportedminF9 and not justF 1 andF 2.
These proportions are plotted in Fig. 1. T
results are clear: there is a steady change fr
situation in which theF 1 3 F 2 criterion is
never used to a situation in which theminF9
criterion is almost never used.

Of course, the conclusions that were base
the F 1 3 F 2 testing procedure in the screen
papers need not be incorrect. As we show
low, if the researchers experimentally c
trolled for item variability, the use ofF 1 by
itself might have been the correct procedure
that case, the use ofF 1 3 F 2 would only have
been a more conservative procedure and
significant results would remain significant (
though some results that were reported as

2 It is of some interest that the use of item analyses
inF9 seems to be restricted to those analyses in whic

dependent variable is reaction time, although from a s
tical point of view there is no reason why the “langua
as-fixed-effect” issue should not be relevant when accu

measures are analyzed.
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421MISCONCEPTIONS OF THE “LANGUAGE-AS-FIXED-EFFECT FALLACY”
significant might in fact be significant). How
ever, if in these studies subjects and items w
in fact sampled (quasi-)randomly the use
minF9 might have led to different conclusion

MATCHING OF ITEMS

Error variance introduced by random or ps
dorandom selection of items can be contro
by statistical or experimental procedures. S
tistical control can be achieved by adding
item variance component to the ANOV
model, and hypothesis testing is then base
the computation ofF9 or its lower bound
minF9. This was the solution proposed
Clark. Item variance can, however, also be c
trolled by experimental procedures such
matching stimulus materials in different tre
ment groups with respect to variables that
relate highly with the dependent variable. T
seems to be the preferred approach in cu
research. It is rarely the case that investiga
select their stimulus materials in a truly rand
fashion. Normally, items are carefully selec
and balanced on important variables that co
late with the response measure. Of cours
balancing is used to control item variance it w
replace the requirement to control by statist
procedures, i.e., applying the random ef

FIG. 1. The proportion of papers that reportminF9 of all
papers that reportF 1 andF 2 (based on a count of all pape
in JVLVB/JML between 1974 and 1997). Data are grou
in 2-year intervals.
model (F9). In that case item variability would
e
f

-

-

n

-
s

-

nt
s

-
if

l
t

not affect the differences between the treatm
conditions and it would be best to perform
subject (F 1) analysis, where subjects form t
only random variable. Wickens and Kep
(1983) showed that if item variance is co
trolled in this manner, the bias inF 1 is indeed
greatly reduced. Moreover, if the blocking fa
tor is ignored in the analysis, it is best to p
form a F 1 analysis because in that case
usage ofF9 or minF9 leads to a considerab
reduction in power (see Wickens & Kepp
1983, p. 307). Of course, if it were possible
do the full analysis (including subjects as w
as blocks), that would be the preferred analy
However, as explained earlier, this is rar
possible.

To illustrate these points, we will take
closer look at the ideal case in which this type
blocking or matching captures all of the syste
atic variability between items. That is, the t
(or more if there are more treatment conditio
items within a block are perfectly matched. T
various blocks are still assumed to be sam
randomly from a larger population of block
The major difference in such a design is that
blocks factor will becrossedwith treatment
instead of being nested under treatments as
the case when items are randomly sampled
make it easier to understand the nature of
design, we constructed a small set of simula
data in which there are again eight subje
each tested under two conditions (see Tabl
Suppose that we are able to select pairs of it
in such a way that they are matched on the m
important item variables that affect the lexi
decision times. Hence, there will be four pa
of matched items or blocks. Within each blo
one item is assigned to each of the two exp
mental conditions. Note that both items o
given pair of matched items have been given
same block label in order to emphasize
blocking. The data were again generated usi
model in which there was no real effect
condition.

Table 5 gives the expected mean-square
such a design. This case is similar to the tr
tional case in that here too there is no simpF
statistic to test the significance of the treatm

effect. A quasi-F ratio that may be used to
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422 RAAIJMAKERS, SCHRIJNEMAKERS, AND GREMMEN
evaluate the significance of the treatment eff
is given by

F9 5
MSA 1 MSABS

MSAS 1 MSAB
. [6]

Wickens and Keppel (1983) showed tha
such a design with blocking of materials,
bias in theF ratio from the standard subje
analysis (F 1) is greatly reduced. To see th

ore clearly, note that

E~F1!

[7]<
E~MSA!

E~MSAS!

5
s e

2 1 s ABS
2 1 qsAS

2 1 nsAB
2 1 nqsA

2

s e
2 1 s ABS

2 1 qsAS
2 .

TAB

Simulated Data for Repeated-Me

Subject

Short SOA

Block 1 Block 2 Block 3 B

1 493 519 513
2 562 552 565
3 519 558 555
4 518 523 514
5 567 562 577
6 520 534 527
7 516 544 513
8 525 528 528

TAB

Expected Mean-Squares for Repeated-Measurement

Source of variation df

A (Treatment) p 2 1
B (blocks) q 2 1
S (Subjects) n 2 1
A 3 B (p 2 1)(q 2 1)
A 3 S (p 2 1)(n 2 1)
B 3 S (q 2 1)(n 2 1)
A 3 B 3 S (p 2 1)(q 2 1)(n

Note. p5 number of levels of the treatment variabln

Subjects are assumed to be random effects.
t,Hence the bias inF 1 is now a function ofsAB
2 ,

the interaction between blocks and treatme
and this will usually be smaller thansW(A)

2 , the
variability of items within treatments that
responsible for the bias in the case where it
are sampled randomly (i.e., not matched).

Table 6 gives the full ANOVA table corr
sponding to the example data of Table 4. Ap
ing Eq. (6) givesF9(1,8) 5 0.87. For these dat
F1(1,7)5 0.86 andF2(1,3)5 7.19 (if the match
ing is taken into account, i.e., if a repeated-m
sures design is used in the item analysis, as w
be appropriate), henceminF9(1,3) 5 0.77. If the
matching is not taken into account,F2(1,6) 5
0.27, henceminF9(1,10)5 0.20. It is evident tha
if the matching is taken into account bothminF9
andF1 give a good approximation to the “true”F9.
If the matching is not taken into account,F2 is
quite a bit smaller andminF9 underestimates th

4

rements ANOVA with Matched Items

Long SOA

4 Block 1 Block 2 Block 3 Block

2 499 525 502 557
1 544 536 533 563
7 575 582 551 587
3 523 565 539 597
5 521 563 559 575
8 512 541 531 559
5 555 569 550 601
9 551 542 529 578

5

NOVA with Blocks or Matched Items Crossed with Tre

Expected mean-squares

se
2 1 sABS

2 1 qsAS
2 1 nsAB
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correct value ofF9. As we mentioned befor
Wickens and Keppel (1983) showed that this
general finding in this type of design. Thus, if i
not possible (because of missing data) to do
full analysis that includes the blocking fac
(leading toF9), it is better to simply useF1 rather
thanminF9, especially when the matching of t
items is not taken into account in the item anal
used to determineF2.

COUNTERBALANCED DESIGNS

In many cases, however, better ways of c
trolling item variability are possible. One su
approach involves the case where items
sampled randomly for each subject separa
In this case each subject receives a differen
of words under each of the treatment lev
This case was briefly mentioned by Cl
(1973, p. 348) as one where the traditional a
ysis (F 1) is correct (see also Winer, 1971,
365). In such a design where Items are ne
within Subjects and Treatments, the treatm
effect may be tested against the Treatmen3
Subjects interaction, which is equivalent to
regularF 1 test when the data are collapsed o
items.

An alternative approach that is frequen
used in memory research is the use of coun
balanced lists. In such a design, one grou
subjects receives List 1 in condition 1 and L
2 in condition 2, and a second group of subje
receives List 2 in condition 1 and List 1
condition 2. In this design, the between-gro
variability is confounded with (part of) the i
teraction between list and treatment. Howe

TABLE 6

ANOVA Summary Table for Example Data of Table

Source of variation df Mean-squar

A (Treatment) 1 770.1
B (blocks) 3 5661.8
S (Subjects) 7 1822.6
A 3 B 3 107.1
A 3 S 7 893.5
B 3 S 21 143.8
A 3 B 3 S 21 102.1
and this is of course the rationale for using suc
a

e

s

-

e
y.
et
.

l-

d
t

r

r-
f

s

s

,

a design, the mean difference between the t
ment conditions (and hence the treatment ef
is not affected by any difference that might e
between the lists.

Table 7 gives a numerical example with th
experimental conditions and three lists of f
items each. Hence there are three group
subjects and the assignment of lists to co
tions is counterbalanced across groups. As
fore, it is normally not possible to analyze su
a complete design and the experimenter
have to average the scores for the four it
within each condition. These averages are g
in Table 8. How should such data be analyz
taking into account that the factor Lists sho
be a random effect?

In order to answer this question, we will ta
a closer look at the expected mean-square
this design (see Table 9). This type of desig
discussed by Winer (1971, pp. 712, 716)
Kirk (1982, p. 648), although they treated
factor corresponding to Lists as fixed. Kirk
fers to this design as a Latin Square Confoun
Factorial design (LSCF). The ANOVA mod
for this design is as follows:

Xijm(t) 5 m 1 u t 1 pm(t) 1 a i

1 b j 1 ab9ij 1 e ijm(t),
[8]

wherem 5 overall mean;u t 5 effect of group
5 the between-component of the Treatmen3
ist interaction); pm(t) 5 effect of subject m

(nested within group t),a i 5 effect of the ex
perimental treatment i;b j 5 effect of list j;
ab9ij 5 the within-component of the Trea
ment3 List interaction; ande ijm(t) 5 experimen
tal error (a residual term equivalent to the
teraction between Treatment, List, and Subj
plus “real” error; this term might be furth
decomposed but this would not affect the
sults). Due to the nature of this design (e
group receives onlyp of the p 3 p combina
tions of Treatment and List), the interact
between Treatment and List is divided into t
components, one between subjects and
within subjects.

In the ANOVA model it is assumed th

hGroup, Subjects within Groups, as well as List
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are random factors (Group is random sinc
corresponds to an interaction between a fi
and a random effect). That is, it is assumed
the lists are based on a random sample of w
from a larger population of words. Table 9 giv
the expected mean-squares for this design u
these assumptions. Note that the interac
term Treatment3 List (within) does not exis
for the casep 5 2 (this interaction is the
completely confounded with the Group m
effect).

As can be seen from Table 9, in order to
the treatment effect, the treatment mean-sq
should be tested against the Treatment3 List
(within) mean-square. If theF test for the Trea
ment 3 List (within) interaction effect is no
ignificant by a conservative criterion (a 5 .25),

this mean-square may be pooled with the e
(residual) mean-square, giving a much m
powerful test for the treatment effect. In t
special case wherep 5 2, the treatment effe
is always tested against the error mean-squ
Hence, in all of these cases there is no nece
to run two analyses, one over subjects and

TAB

Simulated Data for Desig

Group Subject

Short SOA

Item 1 Item 2 Item 3 Item 4 Item

1 1 532 508 522 482 468
2 542 516 545 483 509
3 615 584 595 560 542
4 547 553 584 535 514

Item 9 Item 10 Item 11 Item 12 Item

2 5 553 598 581 551 619
6 464 502 485 451 484
7 481 511 492 472 531
8 541 588 551 533 582

Item 5 Item 6 Item 7 Item 8 Item

3 9 482 530 571 563 501
10 559 570 632 639 551
11 462 497 546 538 487
12 460 463 511 528 457
over items. The subject analysis (i.e., the anat
t
d
t
s

er
n

t
re

r
e

e.
ity
e

ysis in which all items from a single list a
averaged) will give all the information that
required to test the significance of the treatm
effect. Moreover, there is no necessity to co
pute a quasi-F ratio: regularF-ratios will be
correct.

This design was also discussed by Polla
and Well (1995, Table 4), except that they
noted the main effect of List as the Groups3
Treatment interaction. However, as mentio
above, these two effects are equivalent in
p 5 2 case. In the casep . 2, the Groups3

reatment interaction consists of two term
amely the main effect of List and the with
art of the Treatment3 List interaction. In
rder to separate these effects, two ANOV
hould be run, the traditional one without
ist effect but with the Groups3 Treatmen

nteraction and a second one with the List ef
ut without the Groups3 Treatment interac

ion. The latter analysis gives the correct va
or the List sums-of-squares, and subtrac
his from the sums-of-squares for the Group3
reatment interaction gives the correct value

7

sing Counterbalanced Lists

Medium SOA Long SOA

tem 6 Item 7 Item 8 Item 9 Item 10 Item 11 Item

496 544 547 475 522 502 4
519 588 583 499 535 535 4
591 630 617 543 606 560 5
555 591 606 538 565 546 5

Item 2 Item 3 Item 4 Item 5 Item 6 Item 7 Ite

576 606 561 548 590 614 6
479 499 471 447 486 514 5
506 542 475 471 510 539 5
556 589 515 538 545 601 5

tem 10 Item 11 Item 12 Item 1 Item 2 Item 3 Ite

561 500 506 543 539 558 4
592 572 561 617 587 616 5
546 491 470 529 508 525 4
506 487 453 498 479 512 4
LE

n U

5 I

1

9 I
l-he within-part of the Treatment3 List interac-
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tion. This partitioning of the Groups3 Treat-
ment interaction was also briefly discussed
Pollatsek and Well (1995, Appendix A, es
cially Table A2), although the expected me
squares that they present apply to the case
the List factor is assumed fixed rather th
random. Contrary to the suggestion of Pollat
and Well (1995), however, it is not required
do separate analyses over subjects and item
order to test the effect of the treatment fac
The expected mean-squares, under the ass
tion that List is a random effect, show that

TABLE 8

Data from Table 7 Collapsed over Items

Group Subject
Short SOA

List 1
Medium SOA

List 2
Long SOA

List 3

1 1 511 514 496
2 522 550 514
3 588 595 563
4 554 567 544

List 3 List 1 List 2

2 5 571 591 596
6 476 483 492
7 489 514 519
8 553 560 565

List 2 List 3 List 1

3 9 536 517 534
10 600 569 592
11 511 498 509
12 490 476 483

TAB

Expected Mean-Squares for Repeated-M

Source of variation

G (groups) (5A 3 L between) p 2
S(G) p(n
A p 2
L (lists) p 2
A 3 L (within) (p 2
Residual p(n

Note. p5 number of groups5 number of levels of the
within each group. Lists and Subjects are assumed to
y

-
at

k

in
.
p-

Treatment effect can always be tested dire
using the mean-squares obtained from the s
dard subject analysis (averaging over items

In Table 10 we present the ANOVA su
mary table for the data presented in Table 8
explained above, the Treatment3 List Sums
of-Squares was obtained by subtracting the
main effect Sums-of-Squares (3106.2) from
Group3 Treatment Sums-of-Squares (3152
f we test the Treatment main effect against
reatment3 Lists interaction, the resultingF

atio equalsF(2,2) 5 1.116. However, sinc
he Treatment3 Lists interaction is not signi
cant [F(2,18)5 0.786], amore powerful tes
may be obtained by pooling this interaction a
the error Sums-of-Squares and testing the t
ment effect against this pooled error. Note
this pooled error Sums-of-Squares may be
tained directly from the analysis that includ
the List main effect but not the Group3 Treat-
ment interaction effect. This gives an error te
for the F test that is based on 20 degrees
reedom instead of just 2. In the present ex
le, the resultingF value is 0.896.

CONCLUSION

There are two important conclusions that
raw from these analyses. The first is that m

anguage researchers are applying statis
rocedures that do not match the details of
ctual design that they are using. In many c

he design does not require separate ana
ver subjects and items, yet such analyses
outinely run, without taking into account th
his procedure was originally introduced fo

9

surements ANOVA with Counterbalanced Lists

df Expected mean-squares

se
2 1 psS(G)

2 1 npsG
2

1) se
2 1 psS(G)

2

se
2 1 nsAL

2 1 npsA
2

se
2 1 npsL

2

)(p 2 2) se
2 1 nsAL

2

1)(p 2 1) se
2

atment variable5 number of lists;n 5 number of subjec
random effects.
LE

ea

1
2
1
1
1
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very specific design, namely a design where
items are nested under the treatment variab
this is not in fact the case, e.g., when the m
rials have been matched on a number of v
ables or when the lists are counterbalanced
different groups of subjects, there is no nee
compute (min) F9 and the simple subject an
sis (averaging over items) will be correct. T
econd conclusion is that the practice of runn
oth a subject and an item analysis and of u

he F 1 3 F 2 criterion is both widespread
well as without any foundation. EitherF 1 is
orrect or it is incorrect. In the latter case, (min)

F9 is the correct statistic to compute.
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r Example Data of Table 8

df MS F

2 860.08 0.1
9 5245.13 178.5

2 25.75 1.11
2 1553.08 52.86
2 23.08 0.78

18 29.38
20 28.75
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